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ABSTRACT
One of the main findings of cognitive sciences is that auto-
matic processes of which we are unaware shape, to a sig-
nificant extent, our perception of the environment. The
phenomenon applies not only to the real world, but also
to multimedia data we consume every day. Whenever we
look at pictures, watch a video or listen to audio record-
ings, our conscious attention efforts focus on the observable
content, but our cognition spontaneously perceives inten-
tions, beliefs, values, attitudes and other constructs that,
while being outside of our conscious awareness, still shape
our reactions and behavior. So far, multimedia technolo-
gies have neglected such a phenomenon to a large extent.
This paper argues that taking into account cognitive effects
is possible and it can also improve multimedia approaches.
As a supporting proof-of-concept, the paper shows not only
that there are visual patterns correlated with the personality
traits of 300 Flickr users to a statistically significant extent,
but also that the personality traits (both self-assessed and
attributed by others) of those users can be inferred from the
images these latter post as “favourite”.

1. INTRODUCTION
Until a few years ago, production and diffusion of multi-

media data required skills and infrastructure that were the
privilege of a few individuals and organizations (archives,
digital libraries, online repositories, etc.) [38]. Nowadays,
technologies as ubiquitous and user-friendly as smartphones
and tablets allow one to easily create multimedia material
(pictures, videos, soundbites, text and their combinations)
and share it with others - typically through social media or
other online technologies - by simply pushing a button. In
such a technological landscape, multimedia data is not just
a way to transmit knowledge and information - as it used to
be traditionally for any type of data [5, 41] - but one of the
channels through which we interact with others.

The core idea of this article is that, in such an unprece-
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dented scenario, the exchange of multimedia data has become
a form of human-human communication and, therefore, it
should involve the cognitive phenomena typically observed
in human-human interactions. This applies in particular
to implicit cognitive processes that take place outside our
conscious awareness, but still shape to a large extent our
perception of the world and our behavior [23], namely the
tendency to express and attribute to others goals, values,
intentions, traits, beliefs and any other type of socially rel-
evant characteristics [49].

To have a measure of how much multimedia data have
become a means of communication between people, it is suf-
ficient to consider a few statistics available on Youtube at
the moment this article is being written1: while uploading
every day 12 years of video material, Youtube users access
the popular on-line platform one trillion times per year, an
average of 140 visits per person on Earth (the figure refers to
2011). In other words, there seems to be no multimedia sam-
ple produced by one person that is not consumed by some-
one else. Unlike a mere few years ago, creation, diffusion
and sharing of multimedia data is no longer the exclusive
prerogative of skilled professionals, but the everyday prac-
tice of the lay person. Multimedia data are no longer, or no
longer exclusively, the carefully crafted product of creativity
and communication skills, but the spontaneous expression of
common individuals involved in everyday social interactions.

The problem is that our cognitive processes are the result
of a long evolutionary history and cannot change at the pace
of technology. Therefore, our cognition keeps following pat-
terns that were shaped during times when technology was far
from existing [32]. In particular, a large body of evidence
shows that our cognition constantly works to make sense
of the world around us and that this happens, to a large
extent, “effortlessly, and even unintentionally” [48]. This
means that the information we gather and process through
our conscious attention - the typical realm of current multi-
media technologies - is only one of the factors that drive our
reactions towards the environment, the others being “im-
plicit, even automatic processes: implicit attitudes, infer-
ences, goals and theories, and the affect and behaviors they
produce” [49], where the word “implicit” means outside our
conscious awareness.

To the best of our knowledge, multimedia approaches ne-
glected so far to a large, if not full, extent the phenomena
above. Most of the current technologies take into account

1http://www.youtube.com/yt/press/statistics.html
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only information that can be automatically detected in the
data (e.g., objects in pictures) or inferred from it (e.g., genre
from music). The few attempts to take into account im-
plicit cognitive processes focused on observable effects, in-
cluding emotional, behavioral and physiological reactions,
used, e.g., for retrieval [1] and tagging purposes [36]. How-
ever, such reactions might be difficult to detect, especially
in settings where social norms impose behavioral limitations
(e.g., public spaces). Furthermore, observable reactions are
nothing else than effects that follow the actual changes in
the user, namely those that concern “implicit attitudes, in-
ferences, goals and theories” (see above).

The possible solution to such a state of affairs is that cog-
nitive changes behind observable reactions are not random,
but tend to follow, according to the Brunswik Lens [4], sta-
ble and predictable patterns. The Brunswik Lens, one of
the most effective models developed in cognitive psychology,
provides a framework suitable for investigating how multi-
media data can be adopted as an observable evidence of “at-
titudes, inferences, goals and theories” (see above) of data
producers. Symmetrically, the model helps to explain how
data consumers attribute “attitudes, inferences, goals and
theories” to data producers.

This paper shows that cognitive effects are detectable at
least in the case of the interplay between Flickr pictures and
personality traits of Flickr users. The results, obtained over
PsychoFlickr (a novel image dataset of 60,000 images posted
by 300 individuals), show not only that there is a statisti-
cally significant correlation between personality traits of the
users and features extracted from the images they post, but
also that the same features are correlated with the traits
that picture observers assign to the users, even if observers
and users have never been in contact. Furthermore, both as-
sociations are sufficiently stable to be learned by supervised
statistical classifiers. This opens up to a set of applications
like, e.g., automatic attribute prediction: given a pool of
images, the goal is to infer personal characteristics of its
owner. This goal is performed here by projecting images on
low-dimensional manifolds and exploiting sparse regression.

The rest of this paper is organized as follows: Section2
surveys research trends relevant to this work, Section 3 de-
scribes the Brunswik Lens model, Section 4 presents the
dataset used for the experiments, Section 5 reports on ex-
perimental evidence supporting the core-idea of this paper,
Section 6 presents application domains that can benefit from
this work and the final Section 7 draws some conclusions.

2. NEIGHBORING AREAS
The key-idea of this article is that the exchange of multi-

media data has become a form of human-human communi-
cation and, therefore, it should give rise to the same cogni-
tive phenomena (e.g., see [48, 49]) typically observed in any
human-human interaction. To the best of our knowledge,
this article is the first attempt to adopt such a perspective
in multimedia technologies. However, several domains con-
sider neighboring issues that, while being different from the
ones proposed in this article, still include aspects relevant to
this work.

The application of the sociotechnical perspective in study-
ing the use of digital libraries - until a few years ago the
most common infrastructure for the exchange of multimedia
data - is one of the earliest attempts to take into account
social issues in technological applications: “To understand,

use, plan for and evaluate digital libraries, we need to attend
to social practice, which we define as people’s routine activi-
ties that are learned, shaped, and performed individually and
together” [38]. The main difference between the sociotechni-
cal perspective and the research direction proposed in this
work is that the former focuses on use and usability issues
(especially in professional and institutional settings) while
the latter targets the communication between individuals, a
step made possible only by recent technologies (social media,
mobile devices, etc.).

In parallel, several efforts were done to improve multime-
dia technologies by automatically detecting and understand-
ing emotional, behavioral and physiological reactions of data
consumers (e.g., if a person watching a video laughs, then
the video can be tagged as“funny”) [1, 25, 36]. The core-idea
of these trends is that the content of the data produces ob-
servable changes in data consumers, then the observation of
these latter provides information about the data. The main
difference with respect to this article is that the accent is on
the data content, like in most of the multimedia technolo-
gies, and not on the communication process underlying the
data exchange between individuals.

More recently, some works investigated the interplay be-
tween observable characteristics of multimedia data and cog-
nition [26, 54]. The first work [26] considers images tagged
as“favourite”by a certain person as an expression of her aes-
thetic preferences and shows that, given a certain amount of
pictures tagged as “favourite” by a certain individual, it is
possible to predict whether the same will happen for another
picture or set of pictures. The second work [54] investigates
the characteristics of abstract paintings that stimulate cer-
tain emotional reactions rather than others. Both works
shift the attention from the bare content of images to their
potential role in a communication process, namely a per-
son expressing aesthetic preferences in [26] and a painter
eliciting emotions in [54]. However, unlike the perspective
advocated in this article, both works take into account only
one of the parties involved in the communication process.

To the best of our knowledge, the only two works that
seem to consider multimedia data as a form of communica-
tion are in [11, 14]. The work in [14] studies the perception of
profile pictures on social media and, in particular, the agree-
ment between the actual personality traits of profile holders
and traits attributed by others based on the profile picture.
The work in [11] does a similar analysis, but it considers
all elements that can appear in a profile. Not surprisingly,
these works focus on social media, an interaction-oriented
technology that allows users to use multimedia material to
communicate with others. However early, the approaches
in [11, 14] seem to confirm the action of implicit cognitive
processes when using multimedia data in a communication
scenario, the key-idea advocated in this article. Still, both
works focus on a specific case and do not try to identify the
underlying perspective that can be applied to many different
cases.

3. THE MULTIMEDIA LENS MODEL
This section provides a conceptual framework that illus-

trates the perspective proposed in this article, namely a sim-
plified version of the Brunswik’s Lens (see Figure 1), the
model originally proposed in [4] and successively modified
to investigate, among other interaction phenomena, the in-
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Figure 1: The picture shows a simplified version of the Brunswik Lens Model adapted to the exchange of
multimedia data between a Data Producer and a Data Consumer.

fluence of nonverbal behavior in face-to-face interactions [43]
or the judgment of rapport [2].

In the model of Figure 1, the multimedia data is con-
sidered a form of communication between “Data Producers”
(DP) and “Data Consumers” (DC). The key-idea of this ar-
ticle is that the process includes not only the exchange of
content, a problem that the multimedia indexing and re-
trieval community has extensively investigated for at least
two decades, but also implicit cognitive processes typical of
any human-human interaction like, e.g., the spontaneous at-
tribution of socially relevant characteristics (attractiveness,
trustworthiness, etc.) or the development of impressions.

The DP is always assumed to be in a certain state that can
be either transient (e.g., emotions, attitudes, goals, physi-
ological conditions etc.) or stable (e.g., personality traits,
values, social status, etc.). In operational terms, the states
are defined as quantitative measures (identified as µS in Fig-
ure 1) to be obtained via objective processes depending on
the particular case under observation. For example, in the
case of the social status, the measure can be the yearly in-
come of the DP, while for the physiological condition it can
be the heart rate or the galvanic skin conductance. In many
cases, the states correspond to psychological constructs (e.g.,
personality traits or interpersonal attractiveness) and the
measures are the outcome of psychometric questionnaires.
These latter are typically administered to the DPs and in-
clude questions associated to Likert scales (see Section 5 for
an example).

According to the model, the multimedia data are an ex-
ternalization of the DP state, i.e. an observable effect of it.
Furthermore, the data is all the DCs know about a DP. From
an operational point of view, the data correspond not only to
the actual multimedia material (e.g., pictures, video, sound-
bites, etc.), but also to any feature that can be extracted,
manually or automatically, from the material itself. The em-
pirical covariation of state measures and features quantifies
the ecological validity of these latter, i.e. their effectiveness
in accounting for the DP state. In Figure 1, the ecological
validity is indicated with ρEV and, typically, it corresponds
to the correlation or the Spearman coefficient between fea-
tures and µS .

When the DCs consume the data, they attribute the DP
a state of measure µP . The process is called attribution and
µP is referred to as perceptual judgment. For example, the

DCs can attribute a certain yearly income to the DP based
on the pictures and videos this latter shows. In the case of
the psychological constructs (see Section 5), the attribution
process is typically unconscious and it takes place sponta-
neously, whether the DC needs it (wants it) or not [48, 49].
In principle, µS and µP should have the same value (or at
least similar values), but communication processes are al-
ways noisy, especially when the communication takes place
through ambiguous channels like multimedia data are. The
empirical covariation between features and perceptual judg-
ments accounts for the representation validity of the features
(identified as ρRV ), i.e. for the influence these latter have on
the attribution process. Like in the case of ρEV , the most
common measurements of ρRV are correlation and Spear-
man coefficient.

The cognitive processes this paper focuses on are active
in particular at the perceptual judgment stage, when DCs
unconsciously develop an impression about the DP even if
all they know about this latter is the multimedia data they
are consuming. However, the processes are important for
the DP as well because, in a communication scenario, there
is no data production without an attempt to convey an im-
pression, i.e. to ensure that µS and µP are close to each
other. The empirical covariation of µS and µP (identified
as ρFV in Figure 1) accounts for the latter aspect and it is
called functional validity.

4. THE PSYCHOFLICKR DATASET
We experimented the core-idea of this paper on Flickr2,

one of the most popular online photo-sharing platforms. To
this purpose we collected a corpus, dubbed PsychoFlickr,
that reflects the Lens Model and includes both pictures and
personality assessments. The corpus is publicly available
at [the dataset will be made available in case of acceptance]
and was collected as follows: we contacted 300 random “pro”
users, i.e. individuals that pay a yearly fee in order to access
privileged Flickr functionalities. These users are expected
to be, on average, more adept than others to photography
language and techniques. For each of these 300 users, we col-
lected the 200 latest pictures made by others they labeled
as “favourite”, for a total of 60,000 images. Furthermore,
each user filled the BFI-10 (Big Five Inventory 10) [39], a

2www.flickr.com.

www.flickr.com


Data
Producer

Data
Consumer

Perceptual
JudgmentState μS μP

Size Regions
Hue Ang. Disp.

Blue
Texture L1 ch.H
Texture L3 ch.V

# Faces
Dominance

Colorfulness

# People
Size People

# Faces
# Edges

# Cars

Purple

0.14

-0.15
-0.14

-0.13

-0.13

0.27
-0.28
-0.15

-0.19
-0.13

-0.13

0.12
-0.13

0.12

0.12

0.16

-0.13

0.15

-0.13

-0.27

0.31
-0.24

0.52

0.40

0.46
-0.12

0.17

-0.25

Openness

Conscientiousness

Extraversion

Agreeableness

Neuroticism

Openness

Conscientiousness

Extraversion

Agreeableness

Neuroticism

Externalization Attribution

Figure 2: The picture shows the Brunswik Lens model for the PsychoFlickr dataset, where the state cor-
responds to the Big Five traits (as per assessed with the BFI-10). Ecological and Representation validities
are measured with the Spearman Coefficient and the picture shows (for each trait) features for which both
values are statistically significant (p < 5%).

personality questionnaire aimed at measuring the person-
ality of an individual in terms of the Big Five, five broad
dimensions shown to capture most of the individual differ-
ences [42]. The outcome of the BFI-10 is a five dimensional
vector where each component measures how high an indi-
vidual is with respect to each of the Big Five traits, namely
Openness (tendency to be intellectually open, curious and
have wide interests), Conscientiousness (tendency to be re-
sponsible, reliable and trustworthy), Extraversion (tendency
to interact and spend time with others), Agreeableness (ten-
dency to be kind, generous, etc.) and Neuroticism (tendency
to experience the negative aspects of life, to be anxious, sen-
sitive, etc.). In particular, for each trait, we have an integer
which goes from -4 (low tendency) to 4 (high tendency).

Finally, we hired eight assessors that looked at the set
of 200 favorite images provided by each of the users and,
for each of them, filled the BFI-10 questionnaire. However,
while the Flickr users adopted the self-assessment version
of the BFI-10, the assessors used the other-assessment ver-
sion. In other words, the users rated statements like “I am
a reserved person”, while the assessors rated statements like
“This person is reserved”, where by “person” is meant the
user that has labeled the images under exam as “favourite”.
Each of the 8 assessors filled the personality questionnaires
for each of the 300 users. The users and the assessors were
never in contact and, furthermore, the images were the only
information the assessors had at disposition about the users
under exam. The 8 personality ratings produced by the dif-
ferent assessors about the same user were averaged to obtain
the perceptual judgment (according to experimental psychol-
ogy practices [39]).

The agreement among the assessors was measured with
the Krippendorff’s α [22], a reliability coefficient suitable

O C E A N
α 0.07 0.16 0.23 0.19 0.20

Table 1: Krippendorff’s α for the Big Five traits.

for a wide variety of assessments (binary, nominal, ordinal,
interval etc.), and robust to small sample sizes. Table 1 re-
ports the α values for the different traits. The values are
statistically significant and comparable to those observed in
the literature for zero acquaintance scenarios [3], i.e. situa-
tions where assessors and subjects being rated do not have
any personal contact (like in the PsychoFlickr corpus).

In terms of the Lens Model, the “pro” users are the Data
Producers, the assessors are the Data Consumers, the per-
sonality is the state and the outcome of the BFI question-
naire is the state measure (see Section 3 for more details).

5. MULTIMEDIA LENS AND FLICKR
This section measures, in quantitative terms, whether im-

plicit cognitive processes are actually at work in the scenario
underlying the PsychoFlickr corpus or not. In particular, the
section addresses the following questions:

• Is there a consistent relation between features extracted
from sets of “favourite” images and personality traits
of Flickr users (both self-assessed and attributed)?

• If yes, is the relation sufficiently stable to automati-
cally predict the personality traits of Flickr users (both
self-assessed and attributed) based on sets of“favourite”
images?

If the key-idea of this work holds, and implicit cognitive pro-
cesses influence the exchange of multimedia data (according



Category Name L Short Description

Aesthetics

Use of light 1 Average pixel intensity of V channel [9]

HSV statistics 4
Mean of S channel and standard deviation of S, V channels [27]; Hue angular dispersion in IHLS
color space [30]

Emotion-based 3 Amount of Pleasure, Arousal, Dominance [27, 50]

Colorfulness 1 Colorfulness measure based on Earth Mover’s Distance (EMD) [9, 27]

Color Name 11 Amount of Black, Blue, Brown, Green, Gray, Orange, Pink, Purple, Red, White, Yellow [27]

Entropy 1 Image entropy [26]

Wavelet textures 12
Level of spatial graininess measured with a three-level (L1,L2,L3) Daubechies wavelet transform
on the HSV channels [9]

Tamura 3 Amount of Coarseness, Contrast, Directionality [46]

GLCM-features 12 Amount of Contrast, Correlation, Energy, Homogeneity for each HSV channel [27]

Edges 1 Total number (#) of edge points, extracted with Canny [26]

Level of detail 1 Number of regions (after mean shift segmentation) [6, 16]

Regions 1 Average size of the regions (after mean shift segmentation) [6, 16]

Low depth of field
(DOF)

3 Amount of focus sharpness in the inner part of the image w.r.t. the overall focus [9, 27]

Rule of thirds 2 Mean of S,V channels in the inner rectangle of the image [9, 27]

Image parameters 2 Size of the image [9, 26]

Content
Objects 28 Objects detectors [12]: we kept the number of instances (#) and their average bounding box size

Faces 2 Number (#) and size of faces after Viola-Jones face detection algorithm [51]

GIST descriptors 24 Level of openness, ruggedness, roughness and expansion for scene recognition [35].

Table 2: Summary of all features. The column ‘L’ indicates the feature vector length for each type of feature.

to the Lens Model), then the answer should be positive in
both cases.

5.1 Features and Personality
We adopted a wide, though not exhaustive, spectrum of

features, here grouped into two families (see Table 2). On
one side, we have the cues that focus on aesthetic aspects [9,
27]: the reason is that the PsychoFlickr corpus includes pic-
tures posted as “favourite”, i.e. likely to represent the aes-
thetic preferences of the users under exam. On the other
side, we focused on the content of the images; to this end,
we employed robust probabilistic object detectors [12] (for
a complete list of all detectable objects see [12]); we also
retained the average object area (the algorithm gives also
the bounding box of the detected objects). In addition,
we focused on the faces, adopting the standard Viola-Jones
face detection algorithm [51] implemented in the OpenCV
libraries. Finally, we adopted the GIST scene descriptors,
which amounts to apply a set of oriented band-pass filters.

Figure 2 shows the features with higher ecological (co-
variation of self-assessment and features) and representation
(covariation of features and perceptual judgment) validity
with respect to the Big Five traits. The covariations, mea-
sured with the Spearman Coefficient, are statistically signif-
icant (p < 5%). Therefore, implicit cognitive processes seem
to be actually at work when Flickr users share their set of
favourite images. The answer to the first question at the
beginning of this section is positive. Further confirmation
comes from Figure 3, showing a random selection of images
labeled as“favourite”by extravert (collage“a”) and introvert
(collage “b”) subjects. The former appear to picture people
way more frequently than introvert ones (80% and 17% of
the images in the collage, respectively).

5.2 Personality Prediction
Ecological and representation validity values of Figure 2

seem to suggest that predicting personality traits (both self-
assessed and attributed) using“favourite” images is possible.
The problem was cast as a regression instance on the traits
of the users, considering users as the sets of their preferred
images (see appendix A for a description of the regression ap-
proach). The performance was measured with the Spearman

correlation coefficient between actual and predicted person-
ality traits, the higher the coefficient, the closer the predic-
tion to the true value. The results are reported in Table 3
where the first column shows the trait, the second explains
whether the predicted trait is self-assessed or attributed by
the assessors, “Max ρ” is the maximum correlation found
across the tests (i.e. the various configurations of the regres-
sion approach), “Mean (Std)” are mean value and standard
deviation computed on correlations with p-values < 5%, and
“% s.s” is the percentage of different configurations of the re-
gression approach that resulted in a statistically significant
result.

In line with the literature on personality computing [28],
the performances achieved over self-assessed traits are lower
than those obtained over attributed ones. The reason is that
the former depend on an individual assessment and tend to
be more noisy while the latter, resulting from the consensus
among different assessors, tend to correlate better with mea-
surable characteristics of the data. In particular, for the at-
tributed traits, all configurations of the regression approach
tested in the experiments led to statistically significant re-
sults, while for the self-assessed traits this happens only for
Openness.

The best performance is achieved, for the attributed as-
sessments, for Extraversion and Conscientiousness. The same
applies to most of the works on personality computing pre-
sented in the literature and the reason is that Extraver-
sion and Conscientiousness are the two traits people per-
ceive more quickly and effectively [19]. In the case of this
work, the performance is satisfactory for Neuroticism and
Agreeableness as well. The trait for which the performance
is lower is Openness. The probable explanation is that the
distribution of the users along such trait is peaked around
high values (Openness is the trait of creativity and “pro”
Flickr users are, not surprisingly, higher than the average
along the trait).

The results presented in Table 3 are statistically signif-
icant (p < 5%) and, therefore, the answer to the second
question of the beginning of this section is positive. In other
words, implicit cognitive processes seem to influence the at-
tribution of personality traits in Data Consumers watching
“favourite” pictures on Flickr.



(a) (b)

Figure 3: Collage (a) and (b) are a random selection of “favourite” pictures of subjects high and low in
Extraversion (as per attributed by the assessors), respectively. The most important difference is that extrovert
individuals show a preference for pictures portraying people (80% of the samples in the collage) while introvert
show the opposite preference (17% of the pictures in the collage).

Trait Label Max ρ Mean (Std) ρ % s.s.

O
Self 0.25 0.17 (0.04) 100%

Attributed 0.35 0.32 (0.04) 100%

C
Self 0.24 0.22 (0.03) 44%

Attributed 0.57 0.49 (0.05) 100%

E
Self 0.28 0.19 (0.05) 88%

Attributed 0.62 0.55 (0.03) 100%

A
Self 0.20 0.17 (0.03) 55%

Attributed 0.52 0.45 (0.05) 100%

N
Self 0.14 0.12 (0.07) 7%

Attributed 0.60 0.54 (0.04) 100%

Table 3: Prediction Results. ρ is the Spearman Cor-
relation Coefficient.

6. POTENTIAL APPLICATIONS
Section 2 surveys areas that share some aspects with the

perspective proposed in this article while still showing sub-
stantial differences. This section focuses on application do-
mains that involve the exchange of multimedia data and,
therefore, might benefit from taking into account the cogni-
tive processes that, according to the results presented above,
seem to influence such type of process.

Understanding and modeling of cognitive processes in-
volved in multimedia data consumption are likely to be ben-
eficial for Human Information Interaction (HII), the domain
studying the“relationship between people and information”[13].
HII researchers are particularly interested in modelling peo-
ple proflections, i.e. individual’s conscious and unconscious
projections on information objects (e.g., pictures) and the
reflections that other people and machines create to those
projections (e.g., links and annotations) [29]. This applies
in particular to multimedia retrieval technologies that might
be enhanced by taking into account not only the data con-
tent (like most of current technologies do [25]), but also the
interplay between content and perceptual judgments (per-
sonality, values, goals, intentions, etc.).

The role of cognitive biases can be of interest for Digi-
tal Humanities as well, especially for what concerns the ef-
fort towards “new modes of knowledge formation enabled by
networked, digital environments” and the focus on “distinc-

tive modes of producing knowledge and distinctive models of
knowledge itself ” [5]. In particular, Digital Humanities in-
vestigate the impact of media authoring technologies on the
transmission of knowledge and information, a phenomenon
likely to involve implicit cognitive processes like those de-
scribed in this work. In a similar vein, the perspective
adopted in this article can be useful in Big Data Analyt-
ics - the domain aimed at making sense of large amounts
of unstructured data [31] - one of the most important chal-
lenges technology faces today. In particular, there is consen-
sus among Big Data experts that no useful information can
be extracted from large databases without associating au-
tomatic mining approaches and human interpretation [34].
This latter is likely to be influenced by cognitive processes
similar to those illustrated in the experiments of this work.

Viral marketing, the “diffusion of information about the
product and its adoption over the network” [24], is an adver-
tisement technique aimed at spreading information as widely
as possible through (mostly online) word of mouth mech-
anisms. The previous part of this paper has shown that
the exchange of multimedia data, being a form of human-
human communication, can be thought of as a form of word
of mouth. Therefore, implicit cognitive processes might con-
tribute to explain and enhance virality. In the same vein,
communication strategies based on social media can bene-
fit from the prediction of perceptual judgments likely to be
attributed to a given multimedia message diffused through
online social platforms [20].

According to the European Consumer Commissioneer,“Per-
sonal data is the new oil of the internet and the new currency
of the digital world” [15]. The “states” of data producers
(see Section 3) often correspond to personal characteristics
of potential interest for different bodies (e.g., companies try-
ing to model their customers or governments interested in
gathering information about the population). Approaches
like those presented in this work can help to obtain such in-
formation by analyzing publicly available data that people
usually post on personal home pages, Youtube, Facebook,
etc. [21]. In parallel, the development of technologies ca-
pable of going beyond the mere content and infer personal



characteristics of data producers require a redefinition of the
concept of privacy and a careful analysis of ethical issues [8].

A peculiar form of communication through multimedia
material is the participation in online games where sev-
eral participants interact via avatars or animated characters.
The choice of a particular character or particular gaming
strategies and options is likely to convey information about
the player “states” (see, e.g., the approaches in [17, 53, 55]
for the case of personality). In a similar way, computer medi-
ated communication can be influenced by implicit cognitive
processes via interface characteristics like the profile picture
of Skype users.

Creating and viewing photographs as a process of self-
insight and personal change is the main principle of pho-
totherapy and therapeutic photography [52, 45], two recent
psychology perspectives; for the therapists, “Images provide
an undercurrent of emotion and ideas that enrich interper-
sonal dynamics, often on a level that is not fully conscious
or capable of being verbalized”. Of particular interest for
these fields is how the language of composition and visual
design intersects with the language of unconscious primary
cognitive processes, including emotional/ideational associa-
tion. Our study suggests that answers to these questions
may be found with the help of computers.

Last, but not least, it is apparent the crucial role that
image processing and machine learning would have; at the
same time, our study delineates new challenges for these ar-
eas; for example, discovering visual patterns that correlate
with personal traits in a stronger way than ordinary features
could be a research mission for the field of deep learning and
feature learning [44]. Generative modeling can also be in-
volved, looking for new models that mimic the way diverse
visual features should be combined together to communicate
a certain personal trait. An immediate example applies to
the Counting Grid used in Section A.1: in this paper, we
employed CG as a mere dimensionality reduction strategy,
without accounting the traits label. Including this informa-
tion may lead to a low-dimensional embedding where nearby
images exhibit similar features and personal traits.

The list presented in this section is far from being exhaus-
tive, but it is representative of the scenarios where the in-
vestigations proposed in this article can be relevant, namely
those where individuals produce, exchange and consume (pos-
sibily multimedia) data.

7. CONCLUSIONS
This article advocates the idea that the exchange of mul-

timedia data has become a human-human communication
scenario and, therefore, it involves the same cognitive phe-
nomena of any other form of interaction between people,
especially when it comes to expression and mutual attribu-
tion of socially relevant characteristics (attractiveness, so-
cial status, personality, goals, values, intentions, etc.). As
a supporting evidence, the paper proposes experiments on
the interplay between personality traits and Flickr pictures.
The results show that the personality of an individual can
be predicted, to a statistically significant extent, through
the pictures he labels as “favourite”. Furthermore, the ex-
periments show that the images can be used to predict the
traits that others attribute to such an individual. There-
fore, at least for what concerns personality, the exchange of
images via Flickr seems to work according to the Brunswik
Lens (see Section 3), the cognitive model underlying social

interactions. In other words, the key-idea proposed in this
work appears to hold.

To the best of our knowledge, such a perspective has never
been adopted in a multimedia technology context before.
The probable reason is that multimedia data became an in-
teraction channel only recently, when the diffusion of ap-
propriate technologies for data production (cameras, smart-
phones, tablets, etc.) and consumption (social media, digi-
tal libraries, etc.) made it possible to exchange multimedia
data as easily as we previously exchanged written material
(letters, messages, etc.) [5].

This new scenario opens several research questions (the
list is not exhaustive):

• Is it possible to improve multimedia technologies by
taking into account implicit cognitive processes?

• Do implicit cognitive processes influence our behavior
as multimedia technology users?

• Does multimedia technology need to change to acco-
modate implicit cognitive processes? If yes, how?

• What do we reveal about ourselves when we share mul-
timedia data?

• What is the effect of the multimedia data we share on
the impression others develop about us?

It can be expected that the perceptual judgments we make
about those who produce the data we consume end up influ-
encing our perception of the data. For example, we might
tend to like more or to find more relevant data produced
by people we perceive as more similar to us. If actually ob-
served, such an effect (known in psychology as “similarity-
attraction” [7]), might not only improve retrieval technolo-
gies, but also contribute to explain our behavior as users
and, in ultimate analysis, lead to higher technology usabil-
ity and effectiveness. Similar considerations apply to any
technology that involves the consumption of data.

Symmetrically, the increasing amount of multimedia infor-
mation we produce and share (Instagram pictures, Tweets
including pointers to video and audio data, etc.) is prob-
ably contributing to a larger and larger extent to our “ap-
pearance”, one of the characteristics that influence most the
impression others develop about us (an effect known as the
“halo-effect” in psychology [33]). However, while we know
how to manage our appearance in face-to-face interactions,
in most cases we are still not aware of the way others see us
through the lens of the multimedia data we produce.

The two examples above show how cognitive and techno-
logical issues are tightly intertwined in everyday scenarios
involving production and consumption of multimedia data.
The two cases focus on specific aspects, but the perspective
proposed in this work might show that the full range of phe-
nomena taking place in face-to-face interactions (see [10] for
a monograph) take place through multimedia data as well.
If true, the door would be open towards new multimedia
applications as well as novel findings in cognitive sciences.

APPENDIX
A. THE REGRESSION APPROACH

To apply a standard regression approach is problematic
because there are multiple images associated to the same
target. Straightforward algorithms like, e.g., summing all



the image descriptors of each user, and then perform regres-
sion, does not work because such process adds noise to a
weak signal. Multiple instance regression [40] is also unad-
visable because of its high computational complexity, espe-
cially when the number of images for each user is large.

Therefore, we propose an alternative approach composed
by the following three steps:

1. Feature Extraction and Normalization. We first
extract from all the images the set of features listed in
Section 5.1; since each z-th cue expresses the level of
presence of a given quantity, i.e. a count cz, we can
think each image as an histogram of counts {cz}, or
bag-of-features (BoF). After that, we normalize each
cz to ensure that each feature takes values in the same
range. This avoids some features (e.g., number of
edges) to overcome others (e.g., GIST, amount of coarse-
ness).

2. Clustering. After dividing the users in training and
testing users, we consider all the images of the train-
ing users. By means of a clustering algorithm, we learn
a low-dimensional representation that maps each t-th
image (i.e. its BoF) in a 2-dimensional location `t,
lying on a smooth manifold. As clustering method
we employed the Counting Grid [37], a recent gen-
erative model which embeds BoF representations in
N -dimensional manifolds3. This way, each user u be-
comes a set of locations Lu = {`t} on the manifold.

3. Regression and Trait Prediction. Considering the
training users, we train a regressor to the personal-
ity traits. In specific, for each user u we have a five-
dimensional target that characterizes the Big Five per-
sonality traits p ∈ {O,C,E,A,N}, where each trait
is described by a value yup ∈ [−4, 4]. As regression
method, we used Lasso [47]. Trait prediction amounts
to test the regressor on the test users.

In the following, we will detail the latter two steps of the
process.

A.1 Clustering: the Counting Grid Model
The counting grid (CG) is a generative model recently in-

troduced in [37] for analyzing images collections. It assumes
that images are represented as histograms {cz} or bags of
features, where cz counts the occurrences of feature z.

Considering its two-dimensional version, a CG is a 2D fi-
nite discrete grid where each location i = (x, y) contains a
normalized count of features πi,z. Under this model, an im-
age (i.e. its BoF {cz}) could be thought as produced by the
following generative process: a small window is located in
the grid, averaging the feature counts within it to obtain a
local probability mass function over the features, and then
generating from it an appropriate number of features in the
bag (see Fig. 4). In other words, unlike a straightforward
embedding (e.g. PCA) that links an image with a point
location, the counting grid forces the image to link with a
small window of locations. Given that the size E1 × E2 of
a counting grid is usually small compared to the number of

3Here we decide N = 2 for the sake of clarity; other di-
mensions can be explored. In addition, we tried different
dimensionality reduction approaches (Mixtures of Dirichlet
distributions), leading to inferior performances.
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Figure 4: Generating an image from a simple 3 × 3
counting grid: given a 2× 2 window on the grid, we
average the feature counts, obtaining a bag of fea-
tures which corresponds to the final image. V. edge
and H. edge are toy features meaning vertical and
horizontal edges, respectively.

images, this also forces windows linked to different images to
overlap, and to co-exist by finding a shared compromise in
the feature counts located in their intersection. The overall
effect of these constraints is to produce locally smooth tran-
sitions between strongly different feature counts by gradu-
ally phasing features in/out in the intermediate locations.

In practice, local neighborhoods in the grid represent sim-
ilar concepts and images mapped in close locations are some-
how similar.

Formally, the counting grid πi,z is a 2D finite discrete
grid, spatially indexed by i = (x, y) ∈ [1 . . . E1] × [1 . . . E2],
and containing normalized counts of features indexed by z.
Thus, we have

∑
z πi,z = 1 everywhere on the grid. A given

BoF {cz} is generated by selecting a certain location k, cal-
culating the distribution hk,z = 1

Wn

∑
i∈Wk

πi,z by averag-

ing all the features counts within the window Wk (with area
Wn) that starts at k, and then drawing features counts from
this distribution.

In other words, the position of the window k in the grid
is a latent variable; given k, the likelihood of {cz} is

p({cz}|k) =
∏
z

(hk,z)cz = α
∏
z

( ∑
i∈Wk

πi,z

)cz
, (1)

where α is a fixed normalization factor.
To learn a counting grid, we need to maximize the log-

likelihood of all the T training images (BoFs) {ctz}:

p({{ctz},kt}Tt=1) ∝
∏
t

∏
z

( ∑
i∈Wkt

πi,z

)ctz
, (2)

with kt the (latent) position of the window of the BoF {ctz}.
Eq. 2 is intractable, much like in mixtures: therefore, it
is necessary to employ the EM algorithm. Starting from
a random initialization of the counting grid π, the E-step
aligns all bags of features to grid windows, to match the
bags’ histograms, inferring where each bag maps on the grid,
i.e.

qt(k) ∝ exp
∑
z

ctz · log hk,z (3)

In the M-step the model parameter, i.e. the counting grid
π, is re-estimated. For details on the learning algorithm and
on its efficiency, the reader can refer to the original papers
[37, 18]. For our purposes, the most interesting output is



the posterior probability qt, indicating the position in the
grid of the t-th image. Summing over the entire grid the
contributes {qt}, which are due to the images of a user,
provides a signature Lu. Essentially, it is a 2D matrix, of the
same size of the grid, where some locations {k} are weighted
by the qt’s, modeling the presence of the images of the user
u.

A.2 Regression and Trait Prediction
To assess the validity of our prediction method, we used

the Leave-One-User-Out paradigm. We considered CGs of
various complexities with size E = [20× 20, 25× 25, . . . 65×
65] and window W = [5 × 5], and we learnt a model with
all the images belonging to the U training users. Then, we
computed Lu for each user, and used this representation to
regress on the profile yup . We learned the regression weight
vector w by minimizing the error function

E(w) =

U∑
u=1

(
yup −wT · Lu

)2
(4)

We solved the problem using Lasso [47], a shrinkage and se-
lection method for linear regression which enforces the spar-
sity on coefficients w by bounding the sum of the absolute
values of the coefficients. The bound is a constraint that has
to be taken into account when minimizing the error function.

At this point the training phase is done and to predict
the personality train of the held out (test) user, we 1) infer
the mappings of his images on the counting grid (Eq.3), 2)
compute his description Ltest and 3), finally, by calculating

ŷtestp = wT · Ltest, (5)

we predict his trait.
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