
WE LIKE IT! MAPPING IMAGE PREFERENCES ON THE COUNTING GRID

P. Lovato1 A. Perina2 D.S. Cheng3 C. Segalin 1 N. Sebe 5 M. Cristani1,4

1 University of Verona, Italy
2 Microsoft Research, Redmond, WA

3 Hankuk University of Foreign Studies, South Korea
4 Istituto Italiano di Tecnologia (IIT), Genova, Italy

5 University of Trento, Italy

ABSTRACT
Modeling preferences in photographic images is often re-
duced to analyzing intermediate explicit representations (e.g.
textual tags) as means of capturing the objective and sub-
jective properties of image perception, trying to distill the
essence of what gives pleasure. We propose an alternative
approach that bypasses the necessity to build an explicit con-
ceptual coding of image preferences, operating directly on the
raw properties of the images, extracted with heterogeneous
feature descriptors. This is achieved through the counting
grid model, which fuses together content-based and aesthet-
ics themes into a 2D map in an unsupervised way. We show
that certain locations in this map correspond to perceptually
intuitive image classes, even without relying on tags or other
user-defined information. Moreover, we show that users’ in-
dividual preferences can be represented as distributions over
the map, allowing us to evaluate the affinity between different
users’ appreciations. We experiment on a large Flickr dataset,
clustering users by affinity, and validating these clusters by
checking users that belong to the same Flickr photo groups.

Index Terms— Information fusion, image aesthetics,
content-based image processing, counting grid.

1. INTRODUCTION

Nowadays, people commonly enjoy watching and sharing im-
ages or photos when browsing popular social networks, of-
ten expressing preferences for pictures they like. Being fas-
cinated by a picture is clearly the result of a complex inter-
play between the undeniable aesthetics of an image (i.e., if a
photo is objectively beautiful), its content (some people prefer
cars over flowers) and the subjective preferences of a person,
which are affected by personal interpretation of visual stimuli,
experience, mood, and so on [1]. Given these circumstances,
can we design a computational model that reliably predicts
our image preferences?

Many approaches in the literature only address the “aes-
thetics” side of the problem: from picture quality analysis [2,
3] to the wide field of computational media aesthetics [4, 5],

these solutions mainly focus on discovering universal pref-
erences, and devising objective criteria, inherently marginal-
izing the role of subjective factors. On the other hand, [6]
focuses on characterizing each individual by his personal aes-
thetic taste, defined by the most discriminative image features
that distinguish him from the rest of the community.

A different philosophy, represented recently by [7], relies
on a content-based approach, which, from a large collection
of tagged images, builds a graph of inter-related visual con-
cepts for image clustering and annotation. While the user-
supplied tags provide obvious help in determining objects,
locations and situations within images, they scarcely assist
in evaluating the (universal or individual) aesthetic value, ei-
ther because it is highly emotional, or because it is minimally
mediated by a semantic connotation.

In this paper, we bypass the problem of finding a compre-
hensive intermediate coding for conceptual images: instead
of processing images to extract explicit aesthetics codes or
content-based tags in an independent way, we directly exploit
the information within the images to map heterogeneous im-
age features together in a seamless way. In particular, we ar-
range a wide set of photos taken from the popular Flickr1 so-
cial network in a 2-dimensional map through a counting grid
[8]: this generative model considers each image as a specific
distribution of generic features (color, SIFT features, etc.) and
places it alongside similar images.

In our case, we adopt this model in an unconventional and
novel way, feeding it with aesthetical and content-based fea-
tures: the trained counting grid fuses the two worlds in an
unsupervised way, thus defining a manifold where local re-
gions mark semantic areas that smoothly transit between each
other, and thus allowing fine thematic shifts. Besides reveal-
ing image classes, we can use this model to retrieve a Flickr
user aesthetic profile, by locating his preferred images in the
counting grid and building a map of his specific tastes. We
used these profiles to calculate a novel “subjective aesthetics”
metric between people, and we tested its usefulness by check-
ing on users that subscribe to the same Flickr photo groups,

1http://www.flickr.com
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Fig. 1. Generating an image from a simple 3 × 3 counting
grid: given a 2×2 window on the grid, we average the feature
counts, obtaining a bag of features which corresponds to the
final image.

under the assumption that they indicate shared tastes. In fact,
this technique can be used to tell users about other groups they
may like. Summarizing, in this paper we present:

• how to fuse in a principled way aesthetics traits and
content-based features in a low-dimensional “spatial”
latent manifold – the counting grid;

• how to highlight the image preferences of users directly
on the counting grid, without the need of intermediate
cross-modal representations (e.g., text);

• a way to suggest and encourage groupings, by exploit-
ing a novel distance defined over counting grids.

2. THE COUNTING GRID MODEL

The counting grid (CG) is a generative model recently intro-
duced in [8] for analyzing images collections. It starts by as-
suming that images are represented as histograms {cz} over
unordered bags of features, where cz counts the occurrences
of feature z.

Roughly speaking, a CG is a 2D finite discrete grid where
each location i = (x, y) contains a normalized count of fea-
tures πi,z . The underlying generative process draws an image
(i.e., its bag of features {cz}) by locating a small window
in the grid, averaging the feature counts within it to obtain
a local probability mass function over the features, and then
generating from it an appropriate number of features in the
bag (see Fig. 1). In other words, unlike a straightforward
embedding (e.g. PCA) that links an image with a point loca-
tion, the counting grid forces the image to link with a small
window of locations. Given that the size E1 ×E2 of a count-
ing grid is usually small compared to the number of images,
this also forces windows linked to different images to over-
lap, and to co-exist by finding a shared compromise in the
feature counts located in their intersection. The overall effect
of these constraints is to produce locally smooth transitions

between strongly different feature counts by gradually phas-
ing features in/out in the intermediate locations.

Formally, the counting grid πi,z is a 2D finite discrete grid,
spatially indexed by i = (x, y) ∈ [1 . . . E1] × [1 . . . E2], and
containing normalized counts of features indexed by z. Thus,
we have

∑
z πi,z = 1 everywhere on the grid. A given bag

of features {cz} is generated by selecting a certain location k,
calculating the distribution hk,z = 1

Wn

∑
i∈Wk

πi,z by aver-
aging all the feature counts within the window Wk (with area
Wn) that starts at k, and then drawing features counts from
this distribution.

In other words, the position of the window k in the grid is
a latent variable; given k, the likelihood of {cz} is

p({cz}|k) =
∏
z

(hk,z)
cz = α

∏
z

( ∑
i∈Wk

πi,z

)cz
, (1)

where α is a fixed normalization factor.
To learn a counting grid, we need to maximize the likeli-

hood over all training images T , that can be written as

p({{ctz},kt}Tt=1) ∝
∏
t

∏
z

( ∑
i∈Wkt

πi,z

)ctz
, (2)

which is intractable, much like in mixtures. Following [8, 9],
we employ a variational EM algorithm that iteratively esti-
mates π̂i,z and {k̂t} (please check the mentioned papers for
all the details). For our purposes, the most interesting out-
puts are the posterior probabilities p(kt|{ctz}), which localize
each training image in the grid. By construction, similar im-
ages will be placed in the same location or nearby.

3. THE PROPOSED APPROACH

3.1. Feature extraction

Our goal is to manage highly heterogeneous image features,
letting them smoothly interact in the CG. In particular, we use
two families of descriptors: aesthetic and content-based.

Aesthetics has been defined as somewhat underlying the
image semantics: we refer to [5, 10] for collecting a set of 16
aesthetic features. Content-based descriptors are essentially
objects detectors, the same as those chosen in [6]. Table 1
report them schematically. In the end, each image is described
by a count vector of 118 elements, which is adequate, but
conceivably neither optimal nor exhaustive.

3.2. Counting grid training

Given the feature vectors, we train a CG. We cannot visualize
the resulting 2D map directly (each location contains a bag
of features), but we can create an image mosaic using images
with the highest posteriors p(kt|{ctz}) at each location k in
the map. Fig. 2 shows part of a 70 × 70 CG (more details
later on).



Category Name Size Short Description

Aesthetics

Use of light 1 Average pixel intensity of V channel [5]

HSV statistics 8 Mean of H,S channels and std.dev of S,V channels; angular dispersion, saturation weighted
and without saturation, mean H in IHLS color space [11]

Emotion-based 3 Amount of pleasure, arousal, dominance [10, 12]
Colorfulness 1 Level of colorfulness based on Earth Mover’s Distance (EMD) [5, 10]
Color Names 11 Amount of black, blue, brown, green, gray, orange, pink, purple, red, white, yellow [10]
Textural features 2 Texture index [13, 14] of the image and entropy level
Wavelet textures 12 Level of spatial smoothness measured with Daubechies wavelets on the three HSV channels [5]
Tamura 3 Amount of coarseness, contrast, directionality [15]
GLCM-features 12 Amount of contrast, correlation, energy, homogeneity for each channel HSV [10]
GIST descriptors 24 Category of the scene in terms of level of openness, ruggedness, roughness and expansion [16].
Edges 1 Total number of edge points, extracted with Canny
Level of detail 1 Number of regions after mean shift segmentation [17, 18]
Regions 1 Average extension of the regions (after mean shift segmentation) [17, 18]
Low Depth of Field (DOF) 3 Amount of focus sharpness in the central part of the image wrt the overall focus [5, 10]
Rule of thirds 3 Mean of H,S,V channel in the inner part of the image [5, 10]
Image parameters 2 Size and aspect ratio of the image

Content
Objects 28 Objects detection [19]: we retained the number of instances and the average area
Faces 2 Number and size of faces after Viola-Jones face detection algorithm [20]

Table 1. List of the features extracted in the proposed approach, divided between aesthetics and content-based. Each feature is
a histogram of counts, or indicates the level of presence of the particular cue.

3.3. User analysis as inference in the CG

Given the trained CG, as a novel contribution for the CG
model, we discover the preferences of a subject by aggregat-
ing the posteriors of his preferred images. Technically, we
calculate the following user map

γi,u =
∑
t∈Tu

∑
k|i∈Wk

p(kt|{ctz}), (3)

where u is a user and Tu identifies his set of images.In the
case of a user from our training set, we already possess the
posterior probabilities, while in the case of a new user, we
can calculate them using the E-step formula. We can think of
γi,u as a summary of the personal preferences of a subject:
it is an accumulation of the positions in the grid where the
liked images for a unique individual u are placed. In practice,
different locations in this user map correspond to different
aesthetic characteristics of images: black-and-white photos
of faces, sharp textured city landscapes, and so on.

Finally, given the compact representation of the users
map, we can estimate the affinity between users by calcu-
lating the Euclidean distance of their user maps, and exploit
such measures to cluster them together: the goal is to discover
groups of people who share visual interests.

4. EXPERIMENTAL EVALUATION

To assess our proposal, we consider 200 users from Flickr,
and for each one of them we pick randomly a pool of 200 fa-
vorites images. The resulting 40K images dataset has been
processed by extracting the features of Table. 1. For the CG
learning algorithm, the parameters of the model are the size

of the grid and the size of the window. Different parameter-
izations offer the same conceptual analysis at different res-
olutions: in our case, we choose a 70 × 70 grid and 5 × 5
windows.

Fig. 2 shows a quarter of the trained CG: we can immedi-
ately observe that rich semantic groups pop out, highlighted in
the lower part of the figure; we created an overlay, tentatively
explaining the most evident themes in words, but observation
alone gives a better picture of the thematic clusters.

Then, using Eq. 3, we can infer the personal preferences
of the Flickr users. Fig. 3 shows three user maps with highly
multimodal distributions that reveal personal tastes diversified
over several themes. The first two users have similar maps,
and a random sample of images shows very similar charac-
teristics. If we were to describe in words their tastes, we
could say that they like faces and yellow-tinted photos, but
this would be undeniably very reductive. The user maps are a
much more holistic representation of their tastes.

To quantitatively evaluate the expressiveness of the user
maps, we calculate pairwise Euclidean distances between all
users – called CG distance from now on. Then, we clus-
ter them hierarchically (by average link), obtaining the den-
drogram shown (partially) in Fig. 4 (left). On the right, we
show the alternative dendrogram obtained by the Euclidean
distance between each user’s average feature vector (shortly,
mean feature distance). In red, we highlight users that share
various street and urban Flickr photo groups (mostly in black
and white): the CG distance puts them close in the dendro-
gram, while the mean feature distance is not so informative.

As a further test, given the distance matrix between users
(employing the CG distance and the mean feature distance),
we computed the mean between every pair of users sharing



Fig. 2. On the top, part of a trained 70x70 CG: at each loca-
tion we show the image with the highest posterior. Thematic
areas naturally emerge everywhere: on the bottom, we zoom
in on a region indicating perceptively coherent groups.

at least 3 groups, assuming this as indication of shared com-
mon interests. In addition, we do the same by discarding the
content-based features. Of the original 200 users, 183 have
a link with each other, and 141 groups have been considered
in total. Of course, normalization of distances has been done
in order to have a fair comparison. The results are shown
in Table 2, revealing three aspects: 1) our approach clus-
ters users that share groups in a more compact way; 2) us-
ing the mean feature distance, the inclusion of content-based
features do not compact the clusters, while 3) CG distance
benefits from the addition of content-based information, com-
pacting more the groups. An experiment considering only the
content-based feature cannot be directly performed, as images
with detectable objects are very few with respect to the size
of the dataset.

Features retained User maps distance Feat distance
Non content-based 0.2400 0.3500

All features 0.2125 0.3552

Table 2. Mean intra-cluster distances.

5. CONCLUSIONS

Our work adopts the counting grid to convincingly combine
content and aesthetics for capturing image preferences of
users. A novel inference on CG allows to visualize the user
tastes as elevation maps over the counting grid manifold: em-

User 131

User 137

User 90

Fig. 3. User maps for 3 users from the dataset: red peaks
correspond to clusters of many favorites. The first two users
are very similar: indeed, their set of favorites (shown partially
on the right) is visually similar. On the contrary, the third one
shows a more sparse map, with his preferred images looking
very different from the first two.
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Fig. 4. Clustering of users: on the left, dendrogram based
on distances between CG user maps; on the right, based di-
rectly on the average feature vectors of his favorites. The
highlighted path shows a cluster of 4 users who share lots
of groups related to urban street photography.

ploying these maps to evaluate distances among users seems
to be fruitful for recommending groups to social networks
like Flickr. We intend to develop this aspect in a future work
through user tests. Above all, we presented a principled way
to holistically represent user tastes that distills, but does not
diminish, the wealth and diversity of information contained
in image sets. Therefore, we envision further work built on
top of this groundwork.
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